
ffi E + arorfuqs

o-fri6'zeas/ 202or IOE Eai-o .- 2S,f rof :.O
// gk qEr //

ffi Eeqfuarsq Ergr S.No./Storc12020/9gg/3 fui62''oe.2o2o EEi trsr Brrss 2020_JlwAJ_rrrggl_r qr ffirr+ €-trss EilEr{ # Equipment IIpc, SEM-EDAX, ppMS o.r }rs"
stqdilts F6-qr arqr B r sfir HpC, SEM_EDAX, ppMS t
Specification Bargg{rs qr} orrd I



site preparation, supply, installation and commissioning of HPC for JIWAJI UNIVERSITy GWALIOR for
540 CPU Cores and aaTF @eak) or higher based Computational Facility with the following technical specifications.
l. Master Node

Quantity I unit

Sr. No. Specification Description
t Processor Latest generation 2xcpu (x86 Architectur@

minimum 28 Cores or higher/latest with minimum frequency of
2.9GHz or more. Must have Native support of AVX2 instruction, And
peak performance@|.46 TF/Socket or more. The socket to
communication should be atleast 3 x l6 GT/s.

") Merirory RAM: l28GB ECC DDR4-3200 MHz orbetter RAM. At least D
DIMMs available in total. In 100% balanced Configuration.

3. Hard Disk Drives & SSDs 2TB SASx6 Numbers SPEED :l.lXrpm TypE: SAS

2 x 480GB SATA Enterprise GRADE SSD (3 DWPD)
4. HDD bays HDD bays supporting 8 or more sAsffi

State Drives. on board NVMe controller and at least 2 dedicated
NVMe drive bays or more out of total bays available.

5. I/O slots (Peripheral
C omp onent Interconne ct
Express,PCIe)

Minimum 4 x PCIe 3.0 slots musf@
on controllers.

6. RAID Level support sAS 12GBPS controller with provisi@
and supports RAID 0, l, 10,5 ,50,60 & 6 with-dedicated cache
memory. RAID card must support all HDD bays */o any additional
item to be added. with supported backplane for drive bays and JBOD.

llstem must provide array configuration and management utilities,
Independent ofport auto-negotiation, optional battery back up unit for
future upgrade. Must Support SSp, SMp, STp protocols or more

7. Graphics controller Integrated Graphics with on board controller
8. Network interface At least 2 number of Gigabit ports on 6oa.d-
9. Ethemet ports 2xl GBPS Ethernet ports with preboot@

boot capability (including cAT6 cabre for connecting to switch)
10. Ports Minimum 2 USB 3.0 or highgr ana t graphics portll Cluster Interconnect 56 GBPS (or higher) Infiniband oR INfE@

cable (same make as the IB switch OR OpA swrrcr{\
t2. Chipset rnrel uozu sL,Klb,S CHIPSE'| or equivalent AMD SOC or

higher/latest
13. Server management(Intel li-

gent Platform Management,
Interface,IPMI)

Lrlvlr z.v )uppon wttn KVM and Media over LAN features. Must
include any licenses, ifrequired for using these features.
It should be able to automate mgmt. tasks and automated firmware
updates.

14. Power supplies uuar Keounoant (N+l) uu plus pratinum or better certified efficient
power supplies

15. Cooling upumum no. ot uoohns tans.
16. 'Operating 

System Shorld rrpport lu,"rr r"rrion



HPC
17. Warranty The instrument including UPS (if any) quoted for iti[outo ue uffi

on-site Comprehensive warranty for three (3) years from the date of
installation by the OEM or its representative. Comprehensive
warranty should explicitly include all spare parts and system
consumable parts. Any repair work or replacement of spares needs
to be done on-site, the manufacturer must confirm this in their
quotation.

Comprehensive Maintenance Contract (CMC) : After the
completion of 3 years OEM warranty, two years extended CMC
must be quoted without which the tender will be rejected, i.e., the
system should be covered for comprehensive warranty for 5 years
from the tenderer. All parts including spares shoqld be covered
under the warranty and this fact should be clearly and explicitly
specifred in the tender document. The comprehensive Warranty
should cover: (1) All parts including accessories, spares and labour
on-site. (2) Free maintenance and service on-site or at factory (if
needed) with no cost, and (3) Regular free up-gradation of software
if any.

Physical on-site (JIWAJI UNIVERSITY GWALIoR) visit by
technical experts of Bidder or oEM for maintenance and technical
support whenever needed.

18. Software Suites
NAMD, MATLAB,LAMMPS,NWCHEM, GROMACS and mo6
researbh codes/ software suites to be loaded as part ofinstallation
process by bidder.

19. Form Factor Rack Mount up to 2U or lesser
20. All required cables

2. Compute Node

Techlical specifications of each computational nodes as below:

Latest generation 2xcPU (x86 Architecture ic@
minimum 28 Cores or higher/latest with minimum frequency of
2.9GHz or more. Must have Native support of AVX2 instruciion
And peak performance@1.46 TF/Sockei o, rno... il. ,;.k;;;;
commu4ication should be atleast 3 x 16 GT/s.
RAM: l28GB ECC DDR4-3200 MHz or better RAM. At least D
DIMMs available in total. In 100% balanced Confisuration.

Hard Disk Drives and SSDs I x 480GB SATA Entegllg !B4pE SSD (tDWpD Endurance)
6 HDD bays supporting HDDs or sffi
drive bays)

I/O slots (Peripheral Component Minimum 2 x PCIe 3.0 slots vacant u@

RAID 0,1,10 level supported with RAID controller

\,



Graphics Controller
At least 2 number of Gieabi

Ethemet ports 2xl GBPS Ethernet ports with pr"-uoffi
(PTII boot capability (inctuding CAT6 cable for connecting to

Minimum 2 or more usB 3.0 or@
56 GBPS (or higheg Infiniband oR@
cable (salne make as the IB switch OR OpA SWITCH).
Intel c62o SERIES CHIPSET offi
hisher/latest

Server management
(Intelligent Platform
Management, Interface, IPMI)

* IPMI 2.0 or equivalent Support witn rffi
features. Must include any licenses, if required for using these
features.

* lt should be able to automate mgmt. tasks and automated firmware

Dual Redundant N+l or better
supplies. In case of Multi Node sharing architecture shared po*",
supplies is permitted redundancy at the level of chassis/cabinet is

mum no. of Cooling fans.
Should support latest uersion
* The instrument including ups (if ffi

under on-site comprehensive warranty forihree (3) years from the
date of installation by the oEM or iti 

- 
iepresentative.

comprehensive warranty should explicitly include ali spare parts
and system consumable parts. Any repair work or replacement of
spares needs to be done on-site, the manufacturer must confirm this
in their quotation.

.!. Comprehensive Maintenance Contract (CMC) : After the
completion of 3 years OEM warranty, two years extended CMC
must be quoted without which the tender wiil be rejected, i.e., the
system should be covered for comprehensive warranty for 5 years
from the tenderer. All parts incruding spares shourd be covered
under the warranty and this fact should be clearry and explicitly
specified in the tender document. The comprehensive warranty
should cover: (l) All parts including a""e.sories, spares and labour
on-site. (2) Free maintenance and service on_site or at factory (if
needed) with no cost, and (3) Regular free up-gradation of
softwareif any.

Physical on-site (JIWAJIUNIVERSITY GWALIOR) visit by
technical experts of Bidder or oEM for maintenance and technical
support whenever needed.

.:. PhYSiCAI ON-SitC (JIWAJI UNIVERSITY GWALIOR) ViSit bY
technical experts of Bidder or oEM for maintenan". und technical

Software Suites NAMD,MATLAB, LAMMP S,N WCHM
open source software suites to be loaded as part ofinstallation process
by bidder. No commercial Codes

2U Rack Mount or tessei per node



.wt

3. Compute Node (CPU-GpU)

Quanti8
ional nodes as below:

Description

I unitTechnical specifications of each comnuta

Sr. No. Specification
Processor Latest generation 2xCpU (xg6

Cores and minimum frequency of 2.9GHz.,Must have Native support
of AVX2 instruction. And peak performance@r.46TF/Socket. ihe
socket to communication should be atleast 1 y I6 (iT/c

) Memory rLr\rvr: rz6ul, X,Ljti DDR4_3200 MHz or better RAM. At least 12
DIMMs available in total. Tn I00o/^ halaneprt onnfiarrra+i^-

3. Hard Disk Drives and SSDs I x 4UUUI, SA I A Entemrise GR ADF SSn /? n\rrDr\ E-r.,-^-^^ \
4. HDD bays : nuu Days supporrlng HDDS or SSDs.(Large or Small Form Factor

based drive bays)
5. GPU Accelerator Support r 

^ 
r\vrurir rcsra v luu izuu-pule or sXM2 (NVLink) based. system

rn$ be scalable to 3 GpUs per node from day one.6. I/O slots (Periperal Component
Int erc onnect Expre s s, p C Ie)

rv[nrmum I x rule J.U slots vacant available to populate add on Cards
after populating all 3 GpU cards

7. RAID Level support
^.l.rl.lr 

u, l,l u levet supportecl wrth RAID controller
Integrated8. Graphics controller

9. Network interface
10. Ethernet ports 2x I GBPS Ethemet ports w

99.o1capability (including CAT6 cable for connecting to switch)ll Ports

t2. Cluster Interconnect 56 GBPS (or highel) tn fr
cable (same make as the IB switch oR opA e\r/rrr.rr\

13. Chipset r,rer uozu DErub,\i uHIpsB'l'or equivalent AMD Soc or hieher/iiGst
14. Server management

(Intelligent Platform
Management, Interface, IPMI)

'.. rrrvrr z.u or equlvalent Support with KVM and Media over LAN
features. Must include any licenses, if required for using these
features.

., It should be able to automate mgmt. tasks and automated firmware
updates.

15. Power supplies rruar nesunoam N+l or better E0 plus platinum rated efficient power
supplies.

16. Cooling \_rPrrururrt no. oI uoollng lans.
%ShouldsuDDortiaffi17. Operating System

18. Warranty .1. The instrument including
comprehensive warranty for three (3) years from the date of
installation by the OEM or its representative. Comprehensive
warranty should explicitly include all spare parts and system
consumable parts. Any repair work or replacement of spares needs
to be done on-site, the manufacturer must confirm this in their
quotation.

.:. Comprehensive Maintenance Contract (CMC) : After the
completion of 3 years OEM warranty, two years extended CMC
must be quoted without which the tender will be rejected, i.e., the
system should be covered for comprehensive warranty for 5 years

l

I
I
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from the tenderer. All parts including spares should be covered

under the warranty and this fact should be clearly and explicitly
specified in the tender document. The comprehensive Warranty

should cover: (l) All parts including accessories, spares and labour

on-site. (2) Free maintenance and service on-site or at factory (if
needed) with no cost, and (3) Regular free up-gradation of software

if any.

Physical on-site (JIWAJI UNIVERSITY GWALIOR) visit by

technical experts of Bidder or OEM for maintenance and technical

support whenever needed.

19. Software Suites NAMD, MATLAB, LAMMPS, NWCHEM, GROMACS and more open source

software suites to be loaded as part of installation process by bidder. No commercial

Codes. Commercial codes if any wil! be provided by the user but loaded as part of
installation Drocess bv bidder.

20. Form Factor 2U Rack Mount or lesser. Multi Node systems not allowed for GPU nodes

21. All required cables and connectors, etc.

4. PFS Storage System Qty -1 Set (Comprising of at least 2 x IO Nodes)

l

l
l

i

S.No. Description
I Parallel File Svstem

Technical Soecification
Luster based PFS with followins soecification :-
Metadata Storage: more than or equal to 2% of the Usable Storage space offered (using l.2TB SAS lOK
PM SAS HDDs configured as RAIDI0 or Similar with one hot-spare. A dedicated unit for MDT (Meta
Data Storaee to be offered)
Usable Storaee(OST) : > 120T8 usable with RAID6 or similar (usins up to 4TB.7.2K RPM SAS HDDs.
Confisured as RAID6 volumes with two Global hot-spare disks. Each individual volume to be S 40TB
Throuehnut : > sustained 2GB/s read/write (50:50) performance

120 TB (usable in RAID 6 configuration or similar) Parallel File System based storage with 2GBps
throushput with IMB block size for the PFS. At least 2 VO Nodes in fail over confisuration to be quoted.

Each I/O Node to be offered with below listed specifications:
Latest generation 2 x CPU (x86 Architecture based Intel Salable CPU) each with minimum 14 Cores or
more and minimum frequency of 2.2GHz (or better / latest / higher), Must have Native support of AVX2
instruction. And HPL Peak Perf @490F/socket
Dual Redundant Power Supply with at least 80 Plus Platinum efficiency
l28GB DDR4 3200 (or better / latest / hieher) MHz memory with ECC
At least 2 no. of PCI-E xl6 expansion slots

2 x 480GB Data centre erade SSD in RAIDI (for OS)
With Hi Speed Interconnect ports-minimum lO0Gbps
The PFS solution must be capable of handling the loss of the following without intemrption:
-One Power Supply
-One Fan
- One HDD for MDT and Two HDDs for OST
- Two I/O Server Nodes
The I/O server must have redundant paths to the storage.

Benchmark report and Performance demonstration for PFS Throughput . Open-source IORflO Zone
benchmarks running on compute nodes with IMB block size. Storage Performance to be measured from
comDute node usins IOR benchmark for 2GBps throushput

5. Cooling, Rack, UPS and its monitoring/sr

h/''ffi*'



Items
Rack: Vendors should propose optimum solut
and accessories.

UPS: Two UPS Units in Failover / Redundant Confrguratlonlffi
Each UPS of 20 KVA/18 KW should have following features :True online double conversions, IGBT
Rectifier & inverter based UPS. Three phases lnpuV three phase output with SMF batteries Suitable for
30 Min or more backup on Full load at 0.9 Load P.F. using 42 Ah X 40 Battery with Each UpS, Input
voltage range340-478v at 100% load,220-478 v @ 50% load. Input power factor 0.99.
Battery Flexible design of 32 to 40 battery. Battery type should be Valve regulated lead-acid (VRLA) of
make Exide/Panasonic/QuANTA. Inbuilt Input Isolation Transformer is mandatory required, parallel
communication port, RS232, USB, EPO and SNMP interface, BMS interface, Dusi Filier at Air Inlet
point are required. UPS should be provided with environment monitoring probe to measure temperature
and humidity of UPS room' LCD Display indicating all important parameters. SNMP software should be
compatible to, Window 8 . UPS software should be compatible to google chrome, Mozilla fire fox and
Microsoft internet explorer. Battery open rack, battery interlinks bauery breaker, battery to UpS cable as
required should be provided with UpS systems.

UPS warranty : 5 Year, Battery warranty - at least 3 years

Battery Approved Make : Quanta / Exide / panasonic

UPS Make acceptable:- Schneider, Eaton, GE, Gutor
Air Conditioning Solution:
University will provide a server room of the size 15 Feet x l5 Feet or bigger (bidders can visit the site to
see the space allocated.
Cooling Solution Specifications as below:
D The Data Centre room to be provided with the appropriate Inbuilt/self contained cooling system

based racks. The inbuilt/self contained intelligent rack based cooling system will able to remove high
level of waste heat from server enclosures/rack and to provide uniform,& effective cooling for
servers and similar IT equipment (switches etc.) installed with in racks as offered by bidder, it will be
provided with appropriate refrigerant.

ii) Total IT Load to be taken care of lSKw , Cooling solution must provide redundant solution to take
care 18KW IT Load , with redundant cooling units available in the solution offered (N+N) redundant.
Each Unit capable to take care of l8KW IT Load.

iii) Outdoor Cooling Units will be positioned out side the server room. Bidders can visit the facility for
better understanding before supply.

iv) Solution must comprise 32 A, Rack mount, vertical PDU with a combination of IEC C-13 and IEC
C-19 sockets according to the IT equipment

v) Front door with biometric access, rear door lock, smoke detection system with indicators, rodent
control system, Envir^onmental Monitoring System , Automatic Front Door Opening System , Fire
Suppression System & Detection Sensor, Hooter/Sensor available for alarm prrpo.I i, .*. of any
malfunctioning, Touch Screen Front Panel Monitoring, IP via Modbus enabied, double glass or
toughened glass front panel

Key Board tray, cable manager, cabla
above mentioned configuration of master and compute node.

fr/ \-



6. Cluster Management and other SAil Stack

Operating System CentOS
HPC Operating System Support r(E,vurKtru
Resource Manager & Scheduler ,lob status reporting

Job History Reporting up to 6;onths;more
Policy-aware workload cum resource manager,

Policy awale scheduling
Resource-aware scheduling

Topology-ayare scheduliJrg
Dynamic reservation of resource
Advance reservation Live support

%

Web-services and APIs
rJoao aware power management
Fair share suDDort

vrurupte queues support
Multiplg partitions support
rJynamrc panltrons support

uynamlc queues support
lgllpr less Joo submlsslon
Heterogeneous cluster support
rvruru-clusrer support
MPI aware schedulins
uonsumaole resources scheduling

@
Application integration support
Live reconfi

.SLa/BquivaG
GPU and a

Intuitive web interface to
Resource Management/Job
Scheduling Support
File Systems Supported Lusrrc, \rrrD f,t(UM UAy UNE
Commercial Licensed Cluster-
Management S/W (License issued
in the name of JIWAJI
LTNTVERSTTY GWALIOR)

unl,eo system management, monitoring toolset for configuration, diagnosis
and management of the system,
cluster manager with provisioning, monitoring and reporting capabilities
Support Package and Image based provisioning
Support Disk-full and diskless cluster deployment
Intuitive web interface to manage and cuitomize the cluster
Customizing networks and compute node profiles through GUI
Customizing compute nodes (upto changing kernel paraineter)
Able to Push configuration changes and updatei to the compute nodes
without reinstalling and rebooting
Note : offered stack must have been deployed by oEM / Bidder earlier as
well as part of HPC Solution - documentarv evidenne mrrcr la ^r^.,ir^,

Software Support for both Serial
and Parallel Environment

YES

Intel Cluster Studio - for
Academic -

*r\iruv rarallQr Druoro xts, utuster Edrtion tbr Linux* - Named User License
Academic for 3yrs (ESD)

it
li

ll

il
1i
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Sr. No. Items
I lUnitof_25-inchDisplay,Keyboard,VideoandMouse(KVM,ffi
II. I Unit of - 24 Port KVM over IP Switch (USB based) with all required Cables & Accessories.

m
I Unit of - 24Port,l Gbps (RJ-45) Ethernet Switch for Secondary Communication Furpose and I unit of
48 Port, I Gbps (zu-45) Ethernet Switch for management.

IV.

36-portsoRMoREbased,56Gbps,100%Non-blocking,Switchingeiu@
higher or Intel Omni-Path) with embedded Sub-net Manager for 36 devices (Nodes) or more and with
redundant power supply/supplies. All cables (at least lm in length or more) required for connecting the
devices (Nodes) quoted in this tender should be included/bundled.

7. Other Items

Supply, Installation and In-house training for IIpC :-

* Before acceptance and installation of any item, the quality, specification and quantity will be verified by
JIWAJI UNIVERSITY GWALIOR.

* Installation of items part of this tender will have to carried out by the vendor. Any specific requirement of
vendor regarding installation of above mentioned items must be mentioned in the technical bid so that
JIWAJI LTNIVERSITY GWALIOR can provide the resources for the same.

* 2-3 days (as needed) in-house training by Certified Professionals at JIWAJI UNIVERSITY GWALIOR
including installation of software, bench-marking HPL, monitoring of HPC Cluster for 24 Hours, LINUX
commands, HPC Management etc. Scripts for the bench-marking calculations will provide on request.

Eligibility Criteria

Mandatory requirements for a bidder to qualify as a participant in this tender:

t. The Server OEM should have executed at least 3 HPC Cluster projects either directly or thru system
integrators(at least one cluster of the size l00TF CPU-CPU'or CPU-GPU) during last l0 years in India
using an architecture and technologies similar to this tender in premier Govt Indian academic and
research institutions like IISc, TIFR, IISER, IIT, JNCASR or other govt education & research
organizations' in India. Details/Proof of the same must be submiued with technical bid. Credential of an
oEM will also be considered if supply done by their authorized partner.

2. Storage OEM must have supplied 2 x PFS solutions (50TB or more) earlier in the past along with HpC
Solutions during last l0 years in India using an architecture and technologies similar to this tender in
premier Govt Indian academic and research institutions like IISc, TIFR, IISER, IIT, JNCASR or other
govt education & research organizations' in India. Details/Proof of the same must be submitted with
technical bid. Credential of an OEM will also be considered if supply done by their authorized partner.

3' Neither Server OEM nor the bidder be debaned or blacklisted or stopped from supplying equipment to
any govt organization in the past.

4. OEM MAF for Server Nodes , Storage and Switches must be attached with the bid .

5. All warranty and support must be provided by the bidder.
6. The bidder should have at least one service Center in India with service engineers in the relevant field of

quoted item.

7 . The bidder should have valid ISO certification. Please attach a copy ofthe certificate.
8. The bidder must be authorized partner/system integrator of Server and Switch OEM and a letter of

authorization for the tender from the OEMs must be enclosed.
9. The Institute reserves the right to accept or reject any or all of the offers in full/part without assigning any

reason whatsoever.

10. The parts supplied should not become obsolete within 3 years of installation.
11. The bidder should clearly speci& make and model in both Technical and Financial bid.

ArV



12. The bidder must be responsible for complete installation and support the infrastructure.

a
Commereial Offer as below:

(d ;' 3{ r37l) \fl'ft v e it Aq )

Item Unit
Master Node with all accessories I

CPU-CPU Node with all accessories t4
CPU-GPU Node with all accessories I

PFS Storase I Set

Primaru Interconnect I
Secondarv Interconnect I
Manasement Interconnect I
lntel Cluster Studio License
Cluster Manaeement
UPS Solution I
Cooline Solution

4


